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Generating Expressive Speech for Storytelling
Applications

Mariét Theune, Koen Meijs, Dirk Heylen, and Roeland Ordsim

Abstract— Work on expressive speech synthesis has long fo-working on improving these aspects of our system. In this
cused on the ex.pression of baglc emotions. In recent years,paper we focus on our improvements to the speech output
however, interest in other expressive styles has been inasing. of the Virtual Storyteller. To make the speech produced by

The research presented in this paper aims at the generationfo th t itable f torvtelli h f d
a storytelling speaking style, which is suitable for storyelling € system more suitable for slorytelling, we have focuse

applications and more in general, for applications aimed at On the creation of a general storytelling speech style, and
children. Based on an analysis of human storytellers’ spebgwe on the prosodic expression of suspense. Our approach has

designed and implemented a set of prosodic rules for convertly  peen to perform an analysis of human storytelling speech and
neutral’ speech, as produced by a text-to-speech systematd  paseq on this, design a set of rules that modifies the prosodic
storytelling speech. An evaluation of our storytelling spech
generation system showed encouraging results. parameters produced by a Dutch text-to-.speech syste@calle
Fluency (http://www.fluency.nl). Fluency is a commerci& d
phone synthesis system which does not allow us to modify
voice quality. For that reason our work is restricted to pohys
even though we expect that differences in voice quality also
play an important role in human storytelling speech.
O far, most research on expressive speech synthesis hashe paper is structured as follows. In Section Il we give
been aimed at the prosodic expression of ‘basic’ emotiona overview of related work. In Section 1l we describe the
such as sadness, fear, happiness and anger. However, npaogodic patterns we observed in human storytelling speech
speech applications require other expressive speakifgsstyocusing on global speech style and the expression of sespen
in addition to, or instead of, the expression of emotionsieHeln Section IV we discuss our rules for converting neutral
we focus on one particular speaking style: storytellingespe speech to storytelling speech, and we describe their imgalem
Human storytellers use their voice in a variety of waygtion in Section V. In Section VI we describe the evaluation
to capture their audience’s attention. They mimic charatteof our storytelling speech generation module. We end with a
voices, produce various ‘sound effects’ and use prosody discussion and conclusions in Sections VII and VIII.
convey and invoke emotions, thus creating an engaging lis-
tening experience. In digital storytelling, stories aréltby
a computer. Ideally, a digital storytelling applicationosifd
deliver a listening experience that is equally engagindhas t The first attempts to improve speech synthesis by adding
provided by a human storyteller. To achieve this ideal weuman-like expressivity have focused on the expression of
need a far more expressive, engaging speaking style tharensotions. The earliest, rule-based systems for emotional
provided by today’s text-to-speech systems. In this paper wpeech generation are the Affect Editor [2] andNHET
describe a first step in this direction: the development of[8]. More recent, concatenative approaches include that of
software module for the automatic generation of speech wii], who synthesized four basic emotions using a combinatio
storytelling prosody. of prosodic rules and specific diphone inventories for each
The context of our work is the Virtual Storyteller, a storyemotion, and [5] who used a unit selection approach to
generation system developed at the University of Twente [Henerate a happy ‘Genki’ speech style. Recent approaches to
In this system, story plots are automatically created based emotional speech generation in languages other than Bnglis
the actions of intelligent agents living in a virtual storpsd. include [6] for Dutch, [7] for Spanish, [8] for Catalan, and
The generated plots are converted to natural language, §jdfor German. All the latter approaches are rule-baséa, li
presented to the user by an embodied agent that makes useu$. A distinguishing feature of [9] is the focus on emotion
text-to-speech. Currently this is done in a crude fashigsimgi dimensions rather than on a small set of ‘basic’ emotions.
fixed templates for language generation in combination with In recent years, interest in non-emotional expressivekspea
a standard text-to-speech system. However, we are cuyremtlg styles has been growing. It has been recognized that
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I. INTRODUCTION

Il. RELATED WORK
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Fig. 1. Newsreader intensity and pitch. (Translation: #md 50 municipalities have participated in the carless 8uf)d
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Fig. 2. Children’s storyteller intensity and pitch. (Tr&i®n: ‘that Jelmar had to be careful not to bump his head.’)

shouted commands, spoken commands, shouted conversafmeech system to make it more suitable for storytefliBglow

and spoken conversation. To generate speaking styles i@ describe our general observations of the speech material
different dialog contexts, [12] trained prosody models fdiocusing on the storytellers’ global speech style and thg wa
expressing good news, bad news, and questions. As part dhey used prosody to express suspense.

pilot study into expressive speech synthesis, [13] sufckss

built small unit selection databases for expressive, satl a8 Global Speaking Style

angry speaking styles. A prosodic analysis of the readyigst When informally comparing the storyteller and newsreader

for different text types such as stories, news, and techm(‘s%eech, we observed that the storytellers used much more

documents h_as b?e_” provided by [14]. __Vvariation in pitch and intensity than the newsreaders. This
An embodied digital storyteller that can express emotiong <irated in Fig. 1 and 2, showing the intensity and pitch

through prosod_y and fac_ial expressions has been develo% tours of a newsreader and a storyteller speech fragment.
by [15]_. To achieve emotional speech output, they adapt t'(@rey line is intensity, black line is pitch.) Like [14], we
prosod|c parameters of a text-to-speech system based on B@nd that the storytellers tended to speak slower than the
in the text of the story [16]. The importance of expressinge,sreaders, and to take longer pauses, in particular batwe
suspense in storytelling is pointed out by [17]. They adagfences. Finally, the storytellers sometimes addeda extr

the expressivity of their st(?lr.yt?ller dd‘ependilng oln Sus‘;‘anemphasis to certain adjectives and adverbs by increasgig th
progression’, ‘narrative conflict’ and ‘narrative relean o pitch and duration. For example, ‘fooong corridor ... This

tEe :_:Ei;ferentlscelnesf in the S_t‘?fy- Howelver, ﬂ'n thglr ?‘;’;te%wel stretching’ typically occurred with words indicagi an
the different levels of expressivity are only reflected bgi extreme value of some property.

expressions and gestures, not by prosody.

B. Expressing Suspense
I1l. HUMAN STORYTELLING SPEECH A storyteller's main goal is to capture the audience’s atten

As a first step in our research we performed an inform4P" e_md keep them engaged W't_h the story. One way of domg
analysis of the speech of a few human storytellers. Om"?‘t is by using prosody to build SUspense. Using (_)nly his
target application, the Virtual Storyteller, generatdgyfeales. VOICe. the storyteller can create a feeling of expectatin
Therefore, as the main material for our investigation waam the_audlence that somethlng exciting is about to happen
used existing recordings of children’s fairy tales, nadaby TWOd klndsldofb smcjj_sp_ense_, hasd _5|gnaled by_ tlhe:\rhstofr_ytellers
professional Dutch voice actors. We randomly selected fi\%orslo yagou i © .|st|ngws N 'n(;)lér material. The wp’et;r/]
stories of 5 to 12 minutes long, read by three different mal@ thesu ﬁn climax. aF unexp?ctg ramatu;(;noment In the
storytellers. As comparison material we used recordings pPry suc .as”a startling reve_at||on orr] al_su en, momentous
four short (30 seconds to 1.5 minute) radio news broadca¥ent: Typically, in our material such climactic events are
Comparing the storytellers’ speech style with the more mUtannounced by a _steep Increase of intensity and pitch on the
speech of the (male) newsreaders gave us an idea of fiye (_)rd_”mtroduzm_g th_e cI|ma>;]_(Lhe?1, sudr?en_ly, b!‘”')‘ d
main prosodic differences between the two speaking style:lg?'S is illustrated in Fig. 3, which shows the intensity an
Based on this, we decided which kind of changes should beryis approach presupposes that the default speech synisesiughly
made to the neutral speech generated by a standard textetpivalent to human newsreading style. We did not checkatsssimption.
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Fig. 3. Sudden climax intensity and pitch. (Translatiomdahen’)
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Fig. 4. Increasing climax intensity and pitch. (TranslatitHe opened the door and... there was the sleeping prificess

pitch contour for ‘and then’ in a fragment from the story ofhe analysis of the aspects we were really interested in, i.e
Bluebeard, where the unsuspecting princess opens the @ooglbbal storytelling style and the expression of suspense. W
Bluebeard’s secret chamber. (‘Her eyes had to get used to iipeored voice quality differences because we would not be
darkness, anthen ...!") able to replicate these using Fluency.

The second type of suspense is thereasing climax, Based on the analysis of the selected speech fragments, we
where the dramatic event is expected in advance. We obserdetermined the possible range of the constants to be used in o
that when approaching the climax, our storytellers height@rosodic rules (e.g., pitch and intensity increase witpeesto
the suspense by a gradual increase in pitch and intensitgutral speech). To determine the best values within thigaa
accompanied by a decrease in tempo. They typically addva performed a small perception test. In this test, five siibje
pause before the description of the actual dramatic evénis,T were presented with 23 pairs of synthesized text fragments.
by postponing the revelation, they built up dramatic tensioeach pair, they had to indicate which version they found the
This is an example of an increasing climax from Sleepingost natural sounding (for general storytelling speecke}ty
Beauty: after the prince has slowly made his way througit the most suspenseful (for increasing or sudden climax).
the thorns to Sleeping Beauty’s chamber, ‘He opened theThe speech pairs used in the test were created as follows.
door and... there was the sleeping princess.’ Fig. 4 shows ffirst, we synthesized 23 fragments from our storytelling
intensity and pitch contour of this fragment, clearly shogvi material using Fluency text-to-speech. Of these, 5 fragsnen
the pause betweesn (‘and’) anddaar (‘there’). We also see expressed a sudden climax, 6 expressed an increasing ¢limax
a decrease in pitch, intensity and duration after the pause.and 12 were neutral in content (i.e., non-suspenseful)n;The

we manipulated the result usifraat scripts [18] simulating
IV. FORMULATING STORYTELLING PROSODY RULES the prosody rules, with different values for the constangs w
) ) . , wanted to test. We made two versions of each fragment, which

In th!s section we describe the rules we designed fgﬁly differed from each other with respect to the value of one
convgrtlng neutral speech to storytel]er st.yle spgech,fand constant. We also included some non-manipulated versions
creating the suspense effects as outlined in Section I, e test The constant values which scored best in this
rules take as mput_a list of paired t|m_e-value data repitasgn experiment were used in our prosodic rules.
the neutral prosodic features 01_‘ a given utte_rance, an_drretu Below we discuss the rules we designed. For each rule
new values for these features. First, we describe our ridigde we present the range of constants we found in our human

method, then we discuss the main rules involved in Creat'ngsﬁeech data, the range of constants we actually testedhand t
global storytelling style and the two types of suspense. outcome of the perception test

A. Method B. Rules for Global Storytelling Speaking Style

Our approach in creating the storytelling prosody rules We designed the following rules to change a neutral speak-
was as follows. First we made a global rule design, based) style into a general storytelling speech style by madify
on our observations from the previous section. Then a fahe prosodic parameters pitch (only of accented syllaples)
representative samples from our speech material werezgdhlyintensity (only of accented syllables), overall speechpem
in detail, using the speech analysis tdetaat [18]. The (in syllables per second), overall pause duration, and Vowe
selected fragments did not contain any ‘special effectshsuduration in certain adjectives and adverbs.
as emotional speech or mimicking the voice of a character.For pitch, we found in our analysis that storytellers use
We avoided such effects because they would have influencethtively larger pitch excursions than newsreaders, so we
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designed a rule that manipulates the pitch contour of therger than predicted by the global difference in tempohkn t
accented syllables in words carrying sentence accent. dlbe rfragments used to determine average speech tempo, we found
multiplies all pitch values within the relevant time domairan average pause length of 0.4 seconds at phrase breaks and
[t1,t2] by a factor based on (the first part of) a sine wavef 1.3 seconds between sentences. (For comparison: in the
form. The sine function is used to ensure that the pitch iewsreader speech material we found average pauses of 0.3
increased gradually within the given time domain. This is @and 0.5 seconds respectively.) We added a rule fixing thespaus
crude approximation of the up-down pitch contour which iengths at the found values, without testing them.

most commonly used in storytelling. (See [19] for an analysi

of storytelling pitch contours.) The rule looks as follows:  ~ Rules for Sudden Climax

y'(t) = y(t).(1 + a * sin( t—t £0.57 +0.257)) (1) The rules used to expresssadden climax apply to the

lo —t accented syllable in the word announcing the climax (e.g.,
where ‘then’), represented by the time domaity,f»]. Within this
t € [t1,to] Fime domain, pitch, intensity and vael duration are stitgng
y is the original pitch value y as a function of t increased. The value ranges mentioned below were found by
y is the modified pitch value analyzing two speech fragments expressing a sudden climax

a is desired maximum pitch increase divided by average pité#€ fragment shown in Fig. 3 and another, similar fragment)
For a sudden climax, the increase in pitch is abrupt and

To determine the desired maximum pitch increase, we angRnstant throughout the target time domain, i.e., the kegwo
ysed three storytelling fragments (total length 17.4 sdepn announcing the climax. The fragme.nts we analysed hgd pitch
On the syllables carrying a sentence accent we found pit¥greases of 80 and 120 Hz respectively. In our perceptis te
increases between 40-90 Hz relative to the speaker's awer¥f tested both, and the best value tumed out to be 80 Hz.
pitch. In our perception test we slightly decreased the fowe 1he intensity is abruptly increased @tbut then gradually
bound of this range, because we suspected that lower vall€§reases to its normal value dg In our speech fragments,
might sound more natural. Moreover, fragments with a pitd§e observed initial intensity increases of 6 and 10 dB netali
increase higher than 60 Hz sounded too unnatural to eJ@rfne speaker's average intensity. The best value fofound
include in the evaluation. Therefore we only tested the ganf§f! OUr test was 6 dB. .
between 30-60 Hz. The best value we found was 40 Hz. ~ Finally, as in the rules for global storytelling style for

Because accented syllables in storyteller speech tendseo h§ingle words indicating extreme values, we applied a domati
a relatively highintensity, we also designed a rule for intensityncrease of 50% to the vowel of the word announcing the
increase. Within the time domaim[¢»] of a syllable carrying Sudden climax. This value was not tested.
sentence accent, this rule simply increases the intensity w
a constant value. In our storytelling speech material (#fmes D. Rules for Increasing Climax
fragments as used f(_)r pitch analysis), we obser\{ed in(_xease-rhe time domain for théncreasing climax is split up into
between 4-7 dB relative to the speaker’s average interfy. 1 parts, both typically spanning a clause. The first paittbu
the same reasons as mentioned above, we tested a lower rgige expectation and ends with the key word announcing the
(2-6 dB) in our experiment. We found 2 dB as the best valug,e|ation (e.g., ‘He opened the door and then —). In thesul

With regard totempo, we analyzed a few storytelling andpejow, this part is indicated byt{t,]. In the second part,
newsreading speech fragments of about five sentences eggh, actual revelation takes place (— there was the sleeping
and found average spegkmg ra_tes of 3.0-3.6 syllables PRincess’). This part is indicated bysfts].
second (sps) for storytelling, against 5.8 syllables pepsé In [t1,t2] we gradually apply a pitch increase to the accented

for news reading. In our perception test, we tested SpeakisESﬂlables, indicated by the interva[s;]. The corresponding
rates of 3.0 and 3.6 sps. A rate of 3.6 sps was found to R8s is shown in ).

most natural for storytelling, so we used that for the genera .

storytelling speaking style. y'(t) = y(t).(1 + aic * sin(
In addition to the general slowdown in tempo, we observed 85— Si

a duration increase in the accented vowel of certain wordshere

(typically, adjectives and adverbs indicating some ex&em € [s;, s,]

value of a property). For two such words found in our materigl is the original pitch value y as a function of t

we measured the duration of the accented vowels, and fouyids the modified pitch value

that they were stretched to 1.4 and 1.8 times their averagge is desired maximum pitch increase in the first part of an

duration. Our perception test included only one fragment fincreasing climaxdmpi;. in (3)) divided by average pitch

which vowel stretching was appropriate (similar to the exam

ple in Section IlI-A). For this fragment, the subjects indee Because we want to gradually enlarge the pitch increase of

preferred the version with a 50% vowel duration increase oveach accented syllable;[s;] within time domain §;,2], in (2)

the version without increase in vowel duration. the desired maximum pitch increase is not a constant value,
Finally, in our speech material we found differences ibut depends on the position of the syllable within the time

pauselength between storytellers and newsreaders that welemain. Based on the start time;) of the syllable, relative

— S8

*0.5m +0.257m))  (2)
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to [t1,t2], we compute which fraction of the total pitch increase The constant values we tested in the experiment, and which
betweent; andt¢, should be applied to the syllable: we use in our rules, were based on the analysis of a very
small number of speech fragments. Not all constant values we

S: — ¢t .
Ll (3) use in the rules were tested in the perception experimedt, an

dmpiic = p1 + (p2 — p1) *

2=t for those we tested it is very well possible that the optimal
where values lie outside the tested range, closer to the defaluleva
dmpi;. is desired maximum pitch increase generated by the text-to-speech system. This means that the
p1 is desired pitch increase &t concrete values we use in our rules should be regarded as
p2 Is desired pitch increase &t highly preliminary; most likely, these values are not ogtim

On the other hand, they do seem to represent a step in the
To determine the constant values to be used for the incregight direction, as some participants spontaneously rkeaar
ing climax, we only analysed one storytelling speech fragimethat the speech fragments to which our rules had been applied
in detail: the one shown in Fig. 4. In this fragment we found @ere of a higher storytelling quality than the other fragmsen

pitch increase of 100 Hz &t and of 130 Hz at,. Since these even though we did not explicitly ask them to judge this.
values did not sound acceptable when we reproduced them for

our experiment, we decided to shift down the value ranges to
25-50 Hz forp; and to 60-80 Hz fop,. The perception test
resulted in 25 Hz as the best value for, and 60 Hz for  Our storytelling prosody rules have been implemented in a
p2. Therefore at time; we apply an initial pitch increase of module that creates storytelling speech, based on the tooitpu
about 25 Hz, and from; to ¢, we gradually increase this tothe Dutch Fluency text-to-speech system. The rules maujfyi
60 Hz. As specified in (2), this increase is applied only to thatensity could not be implemented, because Fluency does no
accented syllables to be found withity Jt-]. allow any control over intensity. The steps in the storytell

In addition to the pitch increase betwegrandt,, we apply speech generation process are shown in Fig. 5. The input
an intensity increase of 10 dB. This increase is constamsacris a text with mark-up indicating where storytelling effect
[t1.t2]. Finally, betweent; andt,, there is a gradual increaseshould be applied. We extended the Speech Synthesis Markup
in the duration of accented vowels, toward a maximal dunatid.anguage (SSML) [20] with a tag specifying the speaking
increase of 150% &b. At ¢, our rules insert a 1.04 sec pausestyle, i.e., neutral or narrative (= storytelling). We abdded
just before the revelation of the climactic event the firstt patags indicating the location of sudden and increasing oleaa
of the increasing climax has been leading up to. The actuald of adjectives/adverbs in need of ‘stretching’. In terms
description of this event takes place in the second partef tof the multilevel extension of SSML for expressive speech
increasing climax, which has time domaits,fs]. proposed by [13], our tags are located at the middle level; th

In [t2,t3], pitch gradually decreases to its normal value. Thisarry linguistic information and can be added during lamgua
is done using rules analogous to (2) and (3). Vowel duratigieneration. The alternative would have been to use low level
is also gradually decreased to its normal value. For intgnsinumerical tags that directly specify the required prosodic
we see a different pattern: there is a 6 dB intensity increase modifications. However, using higher level tags allows
the first accented syllable irtg)ts], and after that the rest of us to change our prosodic rules (changing the translation
[t2.t3] is spoken with average intensity without modificationof the tags to prosodic parameters), without any changes
Except for the pitch values used in (3), all constants used imlanguage generation. A marked-up example is shown below.
the increasing climax rules were based on the values found in
the single analysed speech fragment, and were not tested-#peak >
the perception experiment. <style type=narrative/ >
<s> The beard nade himl ook <extend> so </extend>
ugly that everyone ran away when they saw him </s>

. <s> He wanted to turn around <clinmax type=sudden>
If we look at the outcomes of the perception test, afyg tnen </clinax> there was a | oud bang. </s>

interesting observation can be made: almost unanimouy, t.s-. g yebeard rai sed the big knife, <climax
subjects preferred the values near the lower bound of theeval  ,o_i ncreasing> he wanted to strike and
ranges of the different constants. According to the comment  nax t op/ > there was a knock on the door.
made by the participants, higher values were perceived a5 max> </ s>

‘unnatural’ or ‘too much’. Apparently, the prosodic extresn _; s eak>

that naturally occur in human speech are less acceptable in

the context of synthetic speeétnother possible explanation The input text is sent to the text-to-speech system, whish ha

is that the more extreme modifications, using the maximufaen set to produce prosodic information instead of an hctua
values of the constants in our rules, caused unexpectéacasti speech signal. This information takes the shape of a list of

in the speech that was generated. phonemes with their duration and pitch values. This liseists
) _ o _ to the prosody conversion module, which uses the tags in the
Interestingly, [13] found that liveliness was muted in $\gtic speech as

compared with the original natural speech it was based ois.fiffding, which Input text to look up Wh'_Ch rules should be applled to which
stands in contrast to ours, may be specific for unit selection phonemes. The acoustic features of the relevant phonemes

V. IMPLEMENTATION

E. Discussion
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annotated text TABLE |
EVALUATION RESULTS (A = NEUTRAL, B = STORYTELLING STYLE)
Text-to-Speech reutal prosoic || Storytelling || Naturalness || Suspense |
,,,,,,,,,,,,,,,,,,, information Ffagment A B A B A B
| SYNTHESIS | CONVERSION 1 30 | 39¢ 1l 28 | 38*|] 21 | 3.6
N RULES
"RESYNTHESIS | - — APPLICATION 2 2.9 3.1 3.1 2.8 2.3 2.6
”””””””””” narrative prosodic 3 29 3.3 26 27 22 27
information
4 2.9 3.7% || 2.7 3.3 1.9 2.9%*
5 2.6 2.9 2.6 2.0 || 1.9 1.9
narrative speech 6 3.0 3.3 2.4 3.0 2.0 3.1**
. ) ) 7 3.1 3.2 3.0 3.2 25 3.0
Fig. 5. The storytelling speech generation process 8 29 28 30 28 20 3.7+

| Total average|| 2.9 | 32~[ 27 [ 29 [[ 21 [ 2.9%]
* p < .05, ** p < .01 for one-tailed Mann-Whitney test

are then modified according to the rules. The suspense rules
are applied to the neutral prosody as provided by the text-to
speech system; they are not added on top of the effect of the ) .
global storytelling style. In other words, the global stefiing judged only one version of each fragment: either the neutral
style only applies to the ‘neutral’ (non-climactic) partstoe  © the. storytelllng.versmn. The fragments were presented t
story. The only exception to this is the tempo, which is s&f€m in & randomized order. . .

for the whole text, including the climactic parts (there age _ After a short introduction to the experiment, the subjects
suspense rules that influence tempo). The modified prosolifened to a short speech sample, intended to let them get

information is returned to the text-to-speech system, whiaised to the synthetic speech. After that they were presented
uses it to create a speech signal. with the eight synthesized fragments. For each fragmeat, th

subjects were asked to rate its storytelling quality, redhess
and expression of suspense on a 5-point scale. The questions
we asked them were, "How do you judge the quality of story-
The traditional approach to evaluating expressive (emiglling of this speaker?” (1 = very bad, 5 = excellent), "How
tional) speech synthesis is to present subjects with a numBe you judge the naturalness of the fragment?” (1= very unnat
of synthesized utterances that are neutral in content, awi@l, 5= very natural) and "How suspenseful do you perceive
have them make a forced choice between emotion categorté¢, fragment?” (1 = not suspenseful, 5 = very suspenseful).
selecting the category which they think best matches tA&ey also had the option to provide free comments about each
prosody of each utterance (see [2]-[4] and [6]-[8]). Howgvdragment. Our hypotheses were that the manipulated fraggmen
it has been argued that perception in such experiments is wgwuld score higher on storytelling quality and suspense tha
very accurate, because subjects lack the additional cags the neutral fragments, but lower on naturalness becauserof o
are present in natural situations [21]. Also, for applioasithat relatively crude manipulations, which introduced someudie
make use of speech synthesis, it is more important to kn@wdible artifacts in the generated speech.
whether the prosody ‘fits in’ with the message than whetherTable | gives the results of the evaluation. Average ratings
subjects can categorize the prosody without additionak cuier the neutral versions are given in the A columns; ratings
[9]. Therefore, following [9]-[12] we evaluated our prosod for the storytelling versions are given in the B columns.
rules in a realistic context, using utterances that werarkjle  Overall, the versions generated using our storytellingspe
recognizable as fragments from fairy tales, rather tharirabu module scored higher on storytelling quality than the pdsso
statements. (We also used this approach in the percepsbn teally neutral versions, with statistical significance pf <
described in Section IV-A.) .01 (using a one-tailed Mann-Whitney test). In addition, the
As material we used 8 short transcripts of fragments froatorytelling versions were judged to be more suspenseéul th
our storyteller speech material. The first five fragmentsewethe neutral versions, also with a significance pof< .01.
relatively neutral in content, but typical for fairy tales,g., Interestingly, the higher suspense scores for the mariguiila
‘Once upon a time there was a man who was incredibly rictversions held not only for fragments 6-8 (to which our sus-
Fragments 6 and 7 contained a sudden climax, and fragmpatse rules had been applied), but also for fragments le#, ev
8 (the only fragment consisting of more than one sentenddpugh these fragments were not particularly suspenseful i
contained an increasing climax. A list of all fragments ued content, and the suspense rules had not been applied to them.
the experiment, together with their translations, is giirethe Apparently, the general storytelling speaking style blits
Appendix. Two versions were created of each fragment. Oalfeady adds some suspense to relatively neutral fragments
version was generated using Fluency, without modifications As expected, for some fragments the naturalness of the
The other version was generated using our storytellingdpeestorytelling versions was judged to be lower than that of the
generation module. The experiment was performed on linggutral versions. For other fragments, however, the opposi
with 30 subjects who were not experts on speech synthesigs the case. From the subjects’ free comments, we get the
The subjects were divided into two groups, so that each stibjenpression that low ratings for naturalness had more to do

V1. EVALUATION
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with misplaced sentence accents than with our manipulgtioWirtual Storyteller (see [23]), and we are currently wordin
Overall, we found no significant difference between the man integrating this component into our system. The next step
nipulated and the non-manipulated versions for naturalneswill be to extend this component so that it can automatically
In their comments, subjects indicated that they found sorgenerate the tags required by our speech generation module.
of the storytelling effects slightly over-exaggeratedpanrticu- For stories that are automatically created by the Virtual
lar, the stretching of the vowels in certain adjectives. ldogr, Storyteller or other story generation systems such as [A8] a
in spite of these imperfections, the manipulated fragmerjts7], the underlying story structure and meaning is already
mostly received positive comments, with subjects desugibiknown, and it should be possible to use this information
the style as ‘graceful’ and ‘interesting’. The regular teodt for automatically adding the tags required by the storiytgll

speech output was referred to as ‘dull’ and ‘flat’. speech generation module. Another option would be to use
our module as a story reading system that takes existing stor
VII. GENERAL DISCUSSION ANDFUTURE WORK texts as input. Automatically determining which parts of a

The prosodic rules we use in our storytelling speech geplain text are suspenseful or need extra emphasis is still an
eration system are based on the analysis of a small numbesolved issue, but even in the absence of specific tags the
of speech recordings. To establish how general our finding®bal storytelling speaking style could be used to synees
are, we need to analyze more speech material. Preferably, these texts in a more expressive way than a standard text-to-
should make our own recordings of different speakers tgllirspeech system would. The global storytelling style is etquec
the same story, so that we can make reliable comparisonstoAbe relevant also for other applications that require lyigh
larger set of speech data might also allow us to reformulate eexpressive speech, such as applications aimed at chiltiégdn [
prosody rules in a probabilistic fashion, which would giiger 1t may be particularly suitable for children with language-
to more natural variations in the output. In addition, nakur related disabilities, because expressive speech prosjuesal
ness might be improved by taking voice quality differencdenefits for this group (see [21] for arguments).
into account. The diphone-based text-to-speech system we
have been using so far does not allow this, however. Neither VIIl. CONCLUSIONS
does it allow us to use any rules modifying intensity. Anothe
factor that may have influenced our results is that there m
be minor prosodic differences between the newsreader lspe
we based our analysis on and the output of the text-to-spe%ﬁ
system we used. To investigate such potential diﬁerenc%e
a comparison between the two should be carried out, e,

by synthesizing the transcripts of some news fragments affe experiment showed that some of our modifications lead

comparing the results with the 0”9.'”‘?" Sp.eeCh'. to effects that are perceived as over-exaggerated, andne so

Th_e two types of suspense we_d|st|n_gwshed N our analy%'z?ses the speech quality slightly degenerates. Still, en th
are tied to the occurrence of .C“maCt'C events in the Stor\)(ihole our subjects preferred the modified speech over the
either expected (increasing climax) or unexpected (SUddSHginal neutral version, as it is livelier and more fittifigr
climax). In addition to this, other forms of suspense might t} ' '
distinguished. For instance, [22] distinguish differamsgense
categories based on the morphological function of the idiffe
scenes in a story (e.g., ‘departure of the hero’, ‘struggte w
Ehe enemy’). It will be mterestlng.to |nvest|g§1te whetheese synthesizing existing stories, or in various other appiices
ypes of suspense have perceptible prosodic correlates. requiring expressive speech

The evaluation of our storytelling speech generation medul '
has shown encouraging results. However, we cannot draw any
strong conclusions from these, due to the small number of

subjects and stimuli used in the evaluation experimenthént 1) Er was eens een man die geweldig rijk was. (‘Once upon

In this paper we have described how a storytelling speaking
le can be achieved by modifying the prosody of utterances
duced by a text-to-speech system. We have evaluated
work in a perception experiment where subjects rated
output of our storytelling speech generation module on
rytelling quality, naturalness and expression of snspe

airytale stories. Our evaluation experiment was perfarme
on a small scale, but we find its results encouraging. The
practical use of our work is not limited to story generation
systems like the Virtual Storyteller. It can also be used for

APPENDIX

future we would like to perform a larger-scale evaluation, a time there was a man who was incredibly rich.’)
possibly also including natural speech material as an extra2) Dan zat hij in een grote stoel met een schitterend
point for comparison (cf. [13]). Also, it would be interesi geborduurde rug. (‘Then he sat in a big chair with a

to perform evaluations with children, as they are the main  beautifully embroidered back.)

audience for fairy tales and have been shown to appreciat8) Hij was de rijkste man van het hele land en toch was

large manipulations of pitch and duration [10]. hij niet blij en gelukkig. (‘He was the richest man in the
The storytelling speech generation module described here entire country and still he wasn’t cheerful and happy.’)

has not yet been integrated in our target application, thie & 4) Diebaard maakte hem zo afschuwelijk Ielijk dat iedereen

Storyteller [1]. Before justice can be done to the prosody  opdeloop ging zodra hij in de buurt kwam. (‘That beard

generated by our storytelling speech generation moduée, th  made him so terribly ugly that everyone ran away when

storytelling system should be able to generate good quality he came near.’)

output texts. Therefore, we have recently developed an im-5) Als ze maar dachten dat ze ergens muziek hoorden dan

proved version of the language generation component of the bewogen ze zich sierlijk op de maat van die muzek.
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(‘Whenever they thought they heard music somewhelss] A. Silva, M. Vala and A. Paiva. The Storyteller: Builgjna synthetic

they moved gracefully with the rhythm of the music.’)

6) Hij rende zo hard als hij kon maar toen struikelde hij

character that tells stories. Proc. Workshop on Multimg@aimmunica-
tion and Context in Embodied Agents, Autonomous Agents 2Q{l
53-58. Montréal, Canada, May/June 2001.

over zjn eigen benen. (‘He ran as fast as he could but{17] N. Braun, T. Rieger and M. Dietz. VR-NaSty: VR charagtarrator with

then he stumbled over his own legs.’)

7) Hij wilde zich omkeren en toen klonk er plotseling

story-based suspense support. Proc. 12th Int. Conf. inr@eBtirope on
Computer Graphics, Visualization and Computer Vision (VBSZ004),
pp. 29-32. Plzen, Czech Republic, Feb. 2004.

een harde knal. (‘He wanted to turn around and then[18] P. Boersma and D. Weenink. Praat: Doing phonetics bypeder (v.

suddenly there was a loud bang.)
Sap voor stap kwam hij dichterbij. Toen hij haar dicht
genoeg genaderd was greep hij haar bij haar keel en

8)

toen bleek ze plotseling verdwenen. (‘Step by step he [20]
came closer. When he had come close enough to her,[

4.3.04). http://www.praat.org/
[19] E. Klabbers and J. van Santen. Clustering of foot-bastth contours in
expressive speech. Proc. 5th ISCA Speech Synthesis Warksh&3-78.
Pittsburgh, USA, June 2004.
Speech Synthesis Markup Language Version 1.0. W3C Rewnda-
tion. Sept. 2004. http://www.w3.0rg/TR/speech-synthiesi
J. van Santen, L. Black, G. Cohen, A. Kain, E. KlabbersMishra,

grabbed her throat and then suddenly she disappeared.’)J. de Villiers and X. Niu. Applications of computer genethtexpressive
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